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Context: 
 
The biological brain is the most brilliant computing machine. It is very “green” consuming only 12W with a 
computational power efficiency that is higher than computers by orders of magnitude. While computers can do 
computations much faster, the biological brain has augmented capabilities such as learning, producing new ideas, 
interpreting the outside world, and making up for damage. This has motivated scientists to build neuromorphic 
processors that emulate brain-like functionality.  
 
Neuromorphic computing is an emerging computing paradigm aiming at solving various problems, such as visual 
sensing and perception, control-loops for robotics, brain-computer interfacing, audio processing, etc., with 
comparative advantage to the contemporary von Neumann computing architecture as well as the classical 
artificial neural networks (ANNs). Neuromorphic computing has as basis a spiking neural network (SNN) which is 
considered to be the third generation of neural networks [1]. Input information is coded into spike trains and 
spikes, or events, propagate asynchronously through the layers of the network. This event-based operation as 
well as the sparsity of events enable a very low-power operation. Nowadays, there is intense activity in designing 
circuital implementations of SNNs with some large-scale hardware platforms already available for research 
purposes [2-4] and several chips demonstrated by academic groups [5].  
 
Given the forecasted high-volume industrialization of neuromorphic processors in the near future and their 
deployment in an ever-increasing number of applications, their trustworthiness aspects need to be carefully 
addressed in parallel to the design task [6]. Trustworthiness is a crucial requirement for correct use of AI systems 
and key for their mass proliferation in our daily lives. The high-level expert group on AI set up by the European 
Commission recently published ethics guidelines for trustworthy use of AI systems [7]. The second requirement 
concerns the technical robustness and safety. Even if the AI algorithms are proven to provide accurate and 
explainable decisions, this is under the assumption that the AI processor onto which they are executed is error-
free. While we can guarantee its correctness by design, during the lifetime many hardware-level faults could 
emerge, for example due to silicon aging, environmental stressing, and cosmic radiation. These faults will affect 
the hardware and, in turn, the AI algorithms that run on it, resulting in erroneous or misleading AI decisions. 
Therefore, the trustworthiness of an AI system is conditioned on the trustworthiness of the hardware itself. On the 
other hand, many “killer” AI applications are safety-critical or mission-critical demanding high reliability, i.e., smart 
healthcare, robotics, autonomous vehicles, etc.  



 
The assumption that neuromorphic processors are inherently fault-tolerant since they are modeled after the 
architecture and operation principles of biological neural networks has been proven false as demonstrated by 
recent fault injection experiments [8-9]. The over-provisioning, massive spatial redundancy, and parallel 
computing help to learn around even very high hardware-level fault densities; however, a hardware-level fault 
occurring after training in the field of application can have detrimental effect on the inference and, thus, can 
seriously jeopardize the application.  
 
This PhD will focus on exploring the architectural particularities of neuromorphic processors to achieve cost-
effective, low-overhead, and holistic test and reliability solutions. This includes the resiliency analysis to hardware-
level faults taking into consideration reliability requirements as early as in the design phase, comprehensive and 
fast post-manufacturing testing to verify functionality at time zero, detecting reliability hazards and hardware-level 
faults in real-time when they occur in the field of application, and taking corrective actions using fault-tolerance, 
self-repair, error recovery, or self-healing principles to prevent failures and ensure an uninterrupted application. 
The long-term impact will be the design of reliable and trustworthy neuromorphic processors, “explaining” the AI 
hardware to remove any uncertainties originating from the hardware when attempting to explain and interpret AI 
decisions, prolonging the lifespan of edge devices with embedded AI, and proliferating AI solutions in new 
application areas with stringent reliability standards. 
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We seek a highly motivated talent with a M.Sc. degree or equivalent in Electrical Engineering or Computer Engineering 
and with background knowledge on circuit design, machine learning, and artificial intelligence. 
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